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Selection of positive literals

The calculi in Chapter 6 and 7 allow selection of positive literals if they are of
the form ¢ &~ 1. The completeness theorems does not hold up when using this
feature.

Here is where the proof breaks: In case 1.2 of the proof of Lemma 6.21, the
conclusion of the indicated superposition inference is not necessarily smaller
than the main premise C. For example, rewritten subterm of C' might be at the
topmost position of the left-hand side of a non-maximal, selected positive literal
u= L in C, and D might contain a literal u ~ v’ such that v’ = u” = L.

Moreover, case 5 in the proof of Lemma 6.22 does not work. Ry |<c s~ L
only implies that s is not reducible to 1, but does not imply that s is reducible
to T. Also, even if s is reducible to T by R} |<c, it does not necessarily follow
that it is reducible by R¢.

In short, selection of literals of the form ¢ ~ L should not be allowed in
Definition 6.2 and 7.17.

Minor Errata

Page 91 The sentence “Neither s nor Aw. g (yw) are fluid.” should say “Neither
s nor Aw. g (db* w) are fluid.”

Page 182 The sentence “We must show that C' is true in J under £.” should
say “We must show that C' is true in ' under £.”

Page 127 The proof of Lemma 6.8 is wrong. The term s{z — u} is not
necessarily structural smaller than ¢ so induction hypothesis does not apply. The
proof can be fixed as follows:

Lemma 6.8 Under the requirements of Definition 6.6, we have [t]z = [t] for
allt € Ig.

Proof. By well-founded induction on t using the left-to-right lexicographic order
on (n(t), |t|), where n(t) is the number of quantifiers in ¢ and |¢| is the size of
the term ¢.

If ¢t = f(5), then [t] = 3(1‘)([[5]]3)123(1’)([5]) = [f(5)] = [t]. The application
of the induction hypothesis is justified because for all 1, (n(¢), |t|) > (n(s;:),]|s:])-



If t = Vz. s, then we proceed as follows: Let Tgrg C Z¢ be the set of
quantifier-free ground terms. We observe that for all ground terms u € Z¢, there
exists a quantifier-free ground term «’ € Tqrg such that u <% «'. This follows
from (I1) because any quantifier term is of Boolean type. Therefore, we have

min {[s] 57" | w e 7o} = min {[s]7 M) | u e Topa}
and

min {[s{z — u}] | v € I} = min{[s{z — u}] | u € Torc}

It follows that

[t] g = min {[s]~ M | u e 7} by the definition of term denotation
= min {[s] ¥ |u e Tqrc} by the observation above

=min{[s{z — u}]z | v € Tgrc} by Lemma 6.7
=min {[s{x — u}] | v € Tgrc} by the induction hypothesis

= min {[s{zx — u}] | v € T&} by the observation above
= [Vz. 5] by (I14)
= [1]

The application of the induction hypothesis is justified because s{x — u} contains
less quantifiers than t.
If t = 3z. s, we argue analogously. O

Page 128 The proof of (I1) in part (5) of Lemma 6.10 is incomplete because
(I1) requires us to show that T ¢=%. L.

Here is why T ¢~%. L: For a proof by contradiction, suppose that T «=%. L.
Since R* is confluent and T is in normal form, we have 1L —%. T. By the
assumption that the heads of the left-hand sides of rules in R are not logical
symbols, we know that there is no rule of the form L — ¢ in R. By (B1) no
rules in A% have the form L — ¢. Thus, R* does not contain rules of the form
1 — t, a contradiction.

Page 131 The definition of an inference reducing a counterexample should be
as follows: An inference reduces a counterexample C if its main premise is C,
its side premises are true in R};, and its conclusion D is a clause smaller than
C and false in R};. In particular, the conclusion D is not required to be in NV,
contrary to what the the original formulation suggested.

Page 133 Case 2.4 of the proof of Lemma 6.21 can be simplified: We do not
need to inspect the reduction chain of s & t. By (I3), s=t —>}7V 1 implies
directly that Ry B s~ t.
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